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Automatic Deception Detection using Multiple
Speech and Language Communicative
Descriptors in Dialogs
huang-cheng chou,1,2 yi-wen liu1 and chi-chun lee1,2

While deceptive behaviors are a natural part of human life, it is well known that human is generally bad at detecting deception.
In this study, we present an automatic deception detection framework by comprehensively integrating prior domain knowledge in
deceptive behavior understanding. Specifically, we compute acoustics, textual information, implicatures with non-verbal behav-
iors, and conversational temporal dynamics for improving automatic deception detection in dialogs. The proposedmodel reaches
start-of-the-art performance on the Daily Deceptive Dialogues corpus of Mandarin (DDDM) database, 80.61 unweighted
accuracy recall in deception recognition. In the further analyses, we reveal that (i) the deceivers’ deception behaviors can be
observed from the interrogators’ behaviors in the conversational temporal dynamics features and (ii) some of the acoustic features
(e.g. loudness and MFCC) and textual features are significant and effective indicators to detect deception behaviors.
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I . I NTRODUCT ION

Deception is a planned intentional behavior of a deceiver
to make an interrogator believe a statement to be true or
false when the deceiver already knows it to be false or
true, respectively. Deception is often mechanistically used
to share a mix of truthful and deceptive experiences when
being inquired and interrogated [1]. Although deception
behaviors frequently exist in our daily life, such as in politics
[2], news [3, 4], and business settings [5, 6], it is challeng-
ing for untrained personnel to identify deception accurately.
According to [7], deception detection accuracy is only at
54 on average for both police officers and college students.
Further, there is a knownphenomenon termed “truth-bias”,
i.e. people often turn to believe strangers’ statements [8, 9].
Hence, the ability to consistently detect deception with high
reliability is important in many application fields, e.g. fake
news detection [3], employment interviews [10, 11], and
even court decisions [12, 13].

Moreover, while deception behaviors often vary with
different cultures [14], i.e. each culture has its way of
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expressing deception, most of the studies on automatic
deception detection focus on western cultures (countries).
Very few studies have investigated methods in develop-
ing deception detection for eastern cultures (countries).
A recent study done by Rubin [15] suggests that researchers
should pay closer attention to the deception behavior in
the Asian culture as it may be drastically different from the
much well-studied western culture. In this work, we aim to
investigate the methods of automatic deception detection
for Mandarin Chinese native speakers.

One of the most common deceptions occurring in
situations is in conversation settings.Many researchers have
computed a variety of behavioral cues to build automatic
deception detection during conversations. For example,
Levitan et al. [11] extracted utterance-like low-level descrip-
tors (e.g. acoustic features) to train the detection framework
for settings of employment interviews. Thannoon et al.
[16] used facial expression features to characterize micro-
variations of the deceiver’s face during interview conver-
sation. Other literature also utilized behaviors of language
use (e.g. features derived from Linguistic Inquiry andWord
Count (LIWC) [10, 17] or pre-trained BERT model [18])
to train deception classifiers to be used in a conversation
setting. Lastly, several types of research have investigated
fusion methods of multimodal behavior data, including
acoustic features, LIWC-embeddings, and facial expres-
sions, for automatic deception detection [19]. By utilizing
multimodal data, the detection model [13] was shown to be
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capable of obtaining high accuracy (92.20 Area under the
Curve of ROC, AUC) for conversations in the court.

Yet, there are a wide range of important aspects to
be considered in conversation: acoustic-prosodic patterns,
turn-taking dynamics, lexical semantics, and higher-level
information of an utterance in a dialog (e.g. pragmatics and
implicatures). Most prior studies only focus on acoustic-
prosodic variations, LIWC, or BERT text-embeddings to
be the input to the detection models. While many behav-
ior science studies, e.g. those in psychology, social science,
and conversational linguistics, have already shown many of
these aspects are related to the expression of deceptions,
very few computational works, if any, have explicitly consid-
ered these to improve the automatic deception model. Only
recently, Chou et al. [20] showed that conversation tem-
poral dynamics can be integrated as input features to help
improve deception detection, where many of their derived
features are inspired by studies of conversation scholars [21].
In this work, our goal is to integrate comprehensive speech
and language communicative descriptors into constructing
an automatic deception detection model. Numerous stud-
ies have identified the relationship between deception and
the variability in the temporal alignment of turn initia-
tions and the pragmatics of interpersonal communication
(e.g. backchannel, unnormal pauses, stammer). Further-
more, the implicature in the speaking content of the
deceiver can be categorized into three classes includ-
ing complication, common knowledge details, and self-
handicapping; studies have shown that the use of these
implicatures is useful to improve a human’s ability to
detect deceptions [22, 23, 23–26]. We would explicitly
consider these two broad categories of speech/language
attributes in dialogs along with the conventional acoustic-
prosodic and textual information to perform deception
detection.

The previous work [20] was the first in modeling
the conversational temporal dynamics based on dyadic
turn-taking behaviors. To be more specific, they designed
20-dimensional temporal features in each “questioning–
answering” (QA) pair composed of a questioning turn and
an answering turn. In this work, we extend beyond the ini-
tial work with the following threefold contributions: (i) we
use a hierarchical attention network (HAN) architecture
in constructing the deception detection model and clas-
sify four types of implicatures with non-verbal and prag-
matic behavior cues (e.g. backchannel, pause, the change
of pitch) in the one model, (ii) we investigate the effective-
ness and robustness of multiple speech/language behavior
cues consisting of acoustic-prosodic features, semantics,
implicatures, and pragmatics for deception detection, and
(iii) the proposed framework performs a fusion of turn-
level acoustic features and transcripts, and word-level
transcripts including non-verbal behavior and pragmat-
ics behavior annotations. The proposed model achieves
80.61 unweighted average recall (UAR) on detecting
deception.

The further analyses reveal several insights. Firstly, we
observe the same findings in acoustic and conversational

temporal dynamics feature set as [20]. Secondly, the truth-
tellers have a higher proportion of complications than
the liars, which is the same observation as the previous
study [22] that was conducted on the English native speak-
ers. Instead, the proportion of common knowledge in liars’
behaviors is higher than the truth-tellers. Lastly, the BERT
embedding is an effective indicator to detect deceptions.
The rest of the paper is organized as follows: database intro-
duction, methodology including introduction of various
feature sets, experiments, and conclusions and future work.

I I . THE DDDM DATABASE

We evaluate the proposed framework on the Daily Decep-
tive Dialogues corpus of Mandarin (DDDM) [27] collected
at the National Tsing Hua University, Taiwan. It contains
27.2 h of audio recordings of dyadic interaction of Man-
darin native speakers with 96 unique speakers (gender is
balanced). All participants are paired into dyad over 48
sessions with ages ranging from 20 to 25. There are 7126
sentence-like utterances marked manually.

TheDDDM is based on dialog game settings. All subjects
are asked to discuss a set of three questions (topics) about
their daily life. Three questions are as follows. “Have you
ever attended any ball games or competed in ball games?”,
“Have you ever attended or participated in any concerts?”,
and “Have you ever attended or performed in any club
achievement presentation?”. The participants’ main goals
are to deceive the interlocutors in their answers to one or
two of the three questions.

In this work, we follow the same setting as the previous
work [20] that pool utterances intoQApair turns. The inter-
rogator tends to ask a series of questions to elicit answers
from the deceiver to help recognize the deceptive/truthful
statements for each topic. We exclude those interroga-
tors’ turns where there is no corresponding answering
pair. In other words, we only use complete QA pair turns
which means that one questioning turn corresponds to
one answering turn (shown in Fig. 2); each turn could
have multiple utterances. Then, we convert 7126 sentence-
like utterances into 2764 QA pair turns. Finally, DDDM
has 283 “question(topic)-level” conversational data samples,
and the maximum length of answering turns over all ses-
sions is 40. The evaluation of all experiments uses 10-fold
cross-validation (48 sessions are split into 10 folds).

I I I . RESEARCH METHODOLOGY

Figure 1 illustrates the proposed deception detector model.
This is a multi-task learning architecture with two tasks.
One is to model non-verbal and pragmatic behaviors at the
word-level for implicatures classification, and the other is
to detect deceptive-truthful statements. More specifically,
pragmatic behaviors contain the deceivers’ non-verbal, ver-
bal cues, and abnormal behaviors, and implicature behav-
iors describe deceivers’ metaphors. Besides, there are two
phases in the framework: in-phase (i): we model deceivers’
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Fig. 1. The overview of the proposed deception detection model. ACO, BERT, and CTD indicate the turn-level acoustic-prosodic features, textual embeddings
extracted by BERT pretrained model, and conversational temporal dynamics features proposed in [20], respectively. Further, BERTP means the word-level tex-
tual embeddings extracted by BERT pretrained model, and it also includes non-verbal and pragmatic behavior information. Besides, C, CK, S, and O represent
complications, common knowledge details, self-handicapping strategies, and others (none of the above them), respectively.

Fig. 2. An illustration of questioning-answering (QA) pair turns. We only use
“complete” QA pair turns and exclude that questioning turns if there is no
corresponding answering turns. Each turn could have multiple utterances.

behaviors using acoustic features, conversational temporal
dynamics, and BERT embedding, and we use non-verbal
and pragmatic behaviors to recognize the four-class impli-
catures; in-phase (ii): we concatenate all the outputs of the
last dense layer (before the prediction layer) from every
model in the first phase with late fusion,and fine-tune the
embeddings with three additional dense layers. Each build-
ing block is based on the structure proposed in [28], which
consists of an initial dense (fully-connected) layer, then a
bidirectional long short-term memory (BLSTM) network
with an attention mechanism, and a final dense layer
(BLSTM-DNN). Moreover, the HAN structure is inspired
by [29], which contains a word-level bidirectional Gated
Recurrent Unit (GRU) encoder with an attention mecha-
nism and a sentence-level bidirectional GRU encoder with
an attention mechanism. We replace GRU with LSTM in
this study for better performance and a fair comparisonwith
the previous work on the same corpus.

A) Deception Detection Framework
In Fig. 1, the model is built based on a BLSTM-DNNwithin
the HAN structure, which is similar to previous studies
[28, 29]. It is set up as a multi-task (two tasks) frame-
work. One is tomodel the deceivers’ acoustic and pragmatic

behaviors in word-level text for implicatures classification.
The other is to model acoustics, textual information, and
conversational temporal dynamics for deception detection.
Finally, we freeze every trained model and fuse them with
late fusion, and thenwe fine-tune thewhole frameworkwith
three additional dense layers for deception detection.

Besides, the unit for deceiver’s features shown in Fig. 1
is the answering-turn, which includes all of the utterances
from the deceiver within a complete QA pair. However, the
conversational temporal dynamics feature set is computed
based on dyadic turn-taking behaviors. In this work, the
deceiver is regarded as the target speaker, and the following
sections will introduce all of the feature sets and the pro-
posed BLSTM-DNN within HAN structure in detail.

1) Turn-level Acoustic-Prosodic Features
We extract the same turn-level acoustic-prosodic features as
the previous work [20]. It contains 988 acoustic features per
utterance computed using the openSMILE toolbox. Specifi-
cally, it contains low-level descriptors (LLDs) such as funda-
mental frequency (pitch) and its envelope, intensity, loud-
ness, 12 MFCC, probability of voicing, eight line spectral
frequencies, zero-crossing rate, and delta regression coeffi-
cients. Then, the following functionals1 are further applied
on these extracted LLDs with their delta coefficients to gen-
erate the final feature vector, denoted by ACO. The detailed
information can be accessed in the link.

1(1): amean, (2): iqr1-2, (3): iqr1-3, (4): iqr2-3, (5): kurtosis, (6): linregc1,
(7): linregc2, (8): linregerrA, (9): linregerrQ, (10): max, (11): maxPos, (12):
min, (13): minPos, (14): quartile1, (15): quartile2, (16): quartile3, (17): range,
(18): skewness, (19): stddev
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2) Turn-level Conversational Temporal
Dynamics
The conversational temporal dynamics feature set is firstly
proposed in the previous study [20], which is inspired by
the prior literature on conversational analyses [21, 22, 30].
It contains 20-dimensional temporal features computed on
conversational utterances in eachQApair, denoted byCTD.
The set includes features such as silence-duration ratio,
utterance-duration ratio, silence-utterance ratio, backchan-
nel times, etc. All features are normalized with respect to
each speaker using z-score normalization. A brief descrip-
tion is below:

• Duration: the total turn duration (d) of interrogator’s
questioning turn or deceiver’s answering turn, denoted as
Intd and Decd.

• Duration difference: the durational difference between
each of the interrogator’s and deceiver’s turns within aQA
pair turn. It is calculated as Decd − Intd, and Intd − Decd.

• Duration addition: the sum of Decd and Decd.
• Duration ratio: the ratio between Resd and Intd, and Intd
and Decd.

• Utterance-duration ratio: the reciprocal ratio between
the utterances length (u) and the turn duration (d),
denoted as Intud and Intdu, respectively.

• Silence-duration ratio: the reciprocal ratio between the
silence (s) duration and the turn duration, denoted as Intsd
and Intds, respectively.

• Silence-utterance ratio: the reciprocal ratio between the
silence duration and the utterance lengths, denoted by
Intsu and Intus, respectively.

• Hesitation time (h): the difference between the onset
time of the deceiver’s utterance and the offset time of the
interrogator’s utterance, denoted as Dech.

• Backchannel times (bt): the number of times that a sub-
ject interrupts his/her interacting partner, denoted as Intbt
and Decbt .

• Silence times (st): the number of times that a subject pro-
duces a pause that is more than 200ms, denoted as Intst
and Decst .

3) Textual Embeddings
To investigate whether language use would improve auto-
matic deception detection, we first recruit six annotators to
transcribe theDDDMdatabase. All of them are nativeMan-
darin Chinese speakers, and each has gone through train-
ing and instructed by two of our research members. The
annotators also receive an explanation about the DDDM to
understand a high-level overview idea of the DDDM. There
are a total of 48 conversations that are assigned randomly
to six annotators. Furthermore, to ensure the quality of the
transcripts, all of the transcripts are reviewed by two of our
members. Asides from standard transcription, we ask anno-
tators to further mark non-verbal sounds, such as stam-
mer, laugh, sigh, cough, and unknown and also label pitch
change patterns, e.g. the pitch is increasing or decreasing.

Moreover, we use two types of representations from
deceivers’ answering turn, i.e. turn-level and word-level

Table 1. The number and annotation of each acoustic and pragmatic
behavior.

Meaning Notation Number

Smooth pause , 14 127
Abnormal pause ◦ 5866
Stuttering * 1526
Laugh & 789
Sigh $ 14
Cough  24
Long pitch ∼ 2766
Increase pitch > 168
Decrease pitch < 24
Overlap () 3884
Taiwanese �� 10
Indecipherable sounds � 194
Unjudgeable sounds ? 84

embeddings. Inspired by [18], we compute a turn-level rep-
resentation by utilizing BERT, which is a neural language
model proposed by [31] to be used as language representa-
tion. The BERTmodel leverages a large amount of plain text
data publicly available on the web and is trained in unsuper-
vised objective functions. Specifically, we use BERT-Base
Chinese version to extract 768-dimensional encoding, and
we exclude all punctuations before feeding the transcribed
text to the BERT encoder, denoted by BERT. Also, the Chi-
nese BERT-based model works at the character level, so we
use it to extract a word-level embedding. Firstly, we perform
word segmentationwithCKIP-styleChineseNLP tools [32],
and then we use BERT to extract word-level embeddings
for predicting four types of implicatures. Notice that we
put back all punctuation into transcripts for capturing non-
verbal and pragmatic behaviors in Table 1 (described in
Section A.4), denoted by BERTP. Finally, all features are
normalized to each speaker using z-score normalization.

4) Pragmatics and Implicature Features
There are two phases for the process of annotation collec-
tion and labeling. The first phase is to label the basic acoustic
features and pragmatics as we expect a higher occurrence
of certain features when deception occurs. Subsequently,
we decide to focus on the implicatures given in a conver-
sation for the second phase of the labeling. Normally, we
tend to expect truth-tellers to be able to give more detailed
information than liar since it takes imagination and higher
cognitive effort for liars to make up something that never
truly happen. Instead of measuring the total amount of
information in a conversation, Vrij et al. [22] provide a new
criterion that is easier to measure and more effective in
detecting deception. Specifically, it involves calculating the
proportion of three different categories of complications.
The remaining parts of the section will explain the details
in the DDDM database.

Non-verbal Acoustic and Pragmatic Features
The non-verbal acoustic and pragmatic features are

labeled during the transcribing process by six annotators.
They are instructed to mark the features listed in Table 1.
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For example, when the subjects pause during a conversa-
tion, the annotator then has to distinguish whether it is
a smooth pause or an abnormal pause. If it is a smooth
pause, the annotator mark a “,” in the transcript. Then,
we regard the labels in Table 1 as segment delimiter set
when doing word segmentation using the CKIP-style Chi-
nese NLP tools. Finally, we use BERT-Base Chinese version
pre-trained model to extract 768-dimension representation
(notice that we put the labels back to the original position
in the sentence before BERT encoding). We expect that the
model can learn non-verbal cues in human spoken dialogs.

Types of Implicatures
For the labeling implicatures, the three-class implica-

tures that we label in theDDDM are mainly based on [22]
with some modifications due to language and culture dif-
ferences between Chinese and English. During this labeling
process, we first translate the parts that are classified as
details in the transcripts. The definition of implicatures in
the non-essentials responses from speakers. Next, impli-
catures are subdivided into three categories: Complication
(C),Common knowledge details (CK), and Self-handicapping
strategies (S). Also, the left sentences are regarded as another
category, Others (C).

For the annotation process of implicatures, there is a sin-
gle annotator that finishes all the transcripts to increase the
consistency of the data annotation. If the annotator is uncer-
tain about the labels, the two researchers would discuss with
the annotator but not directly change the annotator’s label-
ing. The annotator marks the features by examining the
transcription instead of listening to the whole audio record-
ings. Finally, there are 450 C, 56 CK, 22 S, and 2088 O
in total. Three types of implicatures are described in the
following.

• Complication (C): A complication refers to details asso-
ciated with personal experience or knowledge learned
from any personal experience. The DDDM includes sub-
jects of college students from the university (NTHU) and
the nearby school (NCTU). The three topics/questions
that are assigned to each subject during the deception
game are about general activities and experiences of the
average college student. As a result, the contents of the
collected conversations have a high degree of similarity.
We are then able to strictly define whether certain con-
tents are personally related or not. For instance, scores
of department border cups, professional knowledge about
instruments, and detailed process of any events held by
different clubs, etc., are regarded as personal experiences.

• Common knowledge details (CK): A common knowl-
edge detail refers to details associated with common expe-
riences or general knowledge about events. Especially,
general knowledge is defined as knowledge that every
NTHU andNCTU student should know. For example, the
final exam week for the semester, the location of build-
ings on the campus, the school bus stop locations, Meichu
games between NTHU and NCTU, and so on. As for the
common experiences, it is defined as experiences that the

NTHU and NCTU students should know, e.g. studying at
the library, eating McDonald’s at the cafeteria, taking the
school bus at the school, to name a few.

• Self-handicapping strategies (S): A self-handicapping
strategy refers to explicit or implicit justification as to why
the speaker is not able to provide information [22]. Notice
that if someone simply states that he/she forgets about
something, then it does not classify as self-handicapping
strategies. The speaker has to give a direct or indirect
excuse for not being able to provide more information
about the situation.

I V . EXPER IMENTS

A) EXPERIMENTAL SETUP
TheHAN-like structures consist of three levels ofmodeling:
word-level, sentence-level, and the proposed deception-
level modeling. We follow [29, 33] to use word sequence
encoder, word-level attention, sentence encoder, and sentence-
level attention from HAN [29], and we reform it for decep-
tion detection. The followings will describe each fold in
modeling.

1) Three Folds in Modeling
• Word-level Modeling: This modeling captures the rela-
tionship between acoustic-pragmatic behaviors and impli-
catures, and we directly model acoustic-pragmatics using
textual embeddings to predict the four types of impli-
catures through BLSTM-DNN. The model learns from
word-level inputs to recognize the four-class implicatures,
and the recognition results are shown in Table 2. Themax-
imum word length of all answering turns, which is done
byword segmentationwith CKIP-style ChineseNLP tools
[32], is 598. We further utilize zero-padding to fix the
length when the length of answering turns is less than 598.

• Sentence-level Modeling: There are four types of models
based on different inputs in this stage. Firstly, we freeze
the weights of the model for implicatures classification
and regard it as a word-level representation encoder. This
encoder will encode each answering-turn into sentence-
level representation, and we train an additional BLSTM-
DNN for deception recognition. On the other hand, the
left three BLSTM-DNN models are trained for decep-
tion detection from other feature sets, such as acoustic-
prosodic features and conversational temporal dynamics.
In the second stage, the maximum length of the question-
answering turn pair is 40, and the length of turns which
are less than 40 will also be zero-padded. Table 2 shows
the results of using different feature sets, and the model
trained with BERT features achieves the best results with-
out fusing with other models.

• The Proposed Deception Modeling: We freeze weights
of all models on the deception detection task and con-
catenate their final dense layer’s outputs as the input to
an additional three-layer feed-forward neural network to
perform a late fusion of different feature sets. Besides,
we compare the performance of these models with the
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Table 2. Results () on the DDDM database presented with metrics of unweighted accuracy recall (UAR), weighted-F1 score, and macro-precision.

Fusion method Feature set Overall (UAR) Deception (UAR) Truth (UAR) Weighted-F1 Macro-precision

- Human 55.55 40.52 70.59 54.71 56.11
ACO [20] 70.31 68.94 71.67 70.03 70.53
BERT 74.06 74.27 73.85 73.17 76.00
BERTP 65.29 67.86 62.72 64.38 66.86
CTD [20] 66.02 77.91 54.14 64.87 68.37

Early fusion ACO + CTD [20] 74.71 74.89 74.53 74.39 75.52
ACO + BERT 76.22 81.36 71.09 75.42 78.16
BERT + CTD 74.69 81.97 67.41 74.47 75.65
ACO + BERT + CTD 77.00 79.78 74.21 76.63 77.44

Late fusion ACO + BERT 78.28 77.65 78.91 77.46 79.08
ACO + BERTP 72.11 72.40 71.82 71.73 72.52
BERT + BERTP 75.59 78.94 72.23 75.41 76.22
ACO + CTD 74.38 72.00 76.77 73.49 75.47
BERT + CTD 76.76 77.91 75.60 75.86 78.92
BERTP + CTD 71.68 87.16 56.19 69.49 75.55
ACO + BERTP + CTD 74.34 77.10 71.58 72.86 76.58
ACO + BERT + CTD 80.05 83.25 76.85 79.20 81.18
BERT + BERTP + CTD 76.51 86.11 66.90 75.74 78.45
ACO + BERT + BERTP 78.88 79.56 78.19 78.15 79.81
ACO + BERT + BERTP + CTD 80.61 80.34 80.87 79.95 81.37

feature-level fusion method (early fusion), and all the
results are shown in Table 2. Notice that the result of
the model with BERTP does not show in the early fusion
because the word-level characteristic is different from
other turn-level features. Finally, the proposed model
achieves an 80.61 UAR.

2) Evaluation and Experimental Parameters
In the word-level training stage, the number of hidden
nodes in the BLSTM and the dense layer are 64 and 128,
respectively. On the other hand, in the other training stages,
the number of hidden nodes in the BLSTM and the dense
layer are 8 and 16. The evaluation of all experiments uses
10-fold cross-validationwithweighted-F1,macro-precision,
and the metric of UAR, which is equal to macro-recall.
Moreover, we set batch size 64, learning rate 0.0005 with
ADAMAX optimizer [34], and cross-entropy as our loss
function. The number of epochs is chosen with early stop-
ping criteria in all experiments on the validation set, and
our proposed framework is implemented using the PyTorch
toolkit [35].

B) Experimental Results and Analyses
1) Analyses of Model Performance
Table 2 shows all model performance, and the model
with all feature sets (late fusion) achieves the best over-
all UAR of 80.61. Also, we found that CTD feature set
has higher performance for deception-class detection com-
pared with other features when examining performances
obtained using a single feature set. On the other hand, the
BERT feature set is better at recognizing truth-class detec-
tion, and it also achieves great accuracy on deception-class.
Besides, Table 3 shows a summary of the results for four-
class implicatures recognition using the model trained with
BERTP. Although the data distribution is very unbalanced,
these annotations contain rich information about personal

experience according to [22]. Finally, we obtain 62.03UAR
on the implicatures classification task. We use this network
as the encoder to extract representations, i.e. characterizing
vocal behaviors of telling details, and we obtain deception
detection task performance of 65.29 UAR.

To compare with the state-of-the-art (SOTA) perfor-
mance on DDDM [20], we train the models with an early
fusion of different feature sets, which is the same setting as
the previous work [20]. The proposed model surpasses the
best result in [20] by 5.9 absolute in the DDDM. Because
the word-level feature, BERTP, can not be included in the
early fusion, we do not show its result in Table 2. In addi-
tion, we observe that the BERTembedding is more effective
in improving the performance of deception detection than
other feature sets. We also find that the model trained with
ACO, BERT, and CTD features in late fusion has a competi-
tive performance comparingwith the proposedmodel (with
all features). However, the proposed model has slightly per-
formed better on truthful class, and this result fits our
expectation because the implicatures information can help
untrained people catch the truth-tellers from the liars. This
finding is similar to previous psychologists’ studies [22,
23, 36].

2) Analyses of Input Features
We follow Vrij and Vrij [23] to calculate the proportion of
each implicature class. They investigated the implicature
behaviors affected by cultural differences (Russian, Koreans,
and Hispanic) between truth-tellers and liars. The propor-
tion of common knowledge (CK) is equal to the number
of CK divided by the total number of three-class implica-
tures (the number of self-handicapping strategies (S) plus the
number of common knowledge (CK) details plus the number
of complications (C)).

Here, we conduct a similar study of implicature on the
DDDM. Table 4 shows a summary of the number and the
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Table 3. Results and the data distribution of the four-class implicatures recognition on the DDDM database. We present metrics of unweighted
accuracy recall (UAR), weighted-F1, and macro-precision (). C, CK, S, and O represent complications, common knowledge details, self-handicapping

strategies, and others (none of the above them), respectively.

Feature Overall (UAR) C (UAR) CK (UAR) S (UAR) O (UAR) Weighted-F1 Macro-precision

BERTP 62.03 73.12 43.37 47.00 84.62 85.57 46.85
Number - 450 56 22 2088 - -

Table 4. The proportion of implicature classes by calculating the
number of each implicature divided by the total number of three types of
implicatures (the number of self-handicapping strategies plus the number

of common knowledge details plus the number of complications).

Truth-tellers Deception-tellers

Implicature type Number Proportion Number Proportion

C 222 0.851 215 0.846
CK 28 0.107 28 0.11
S 11 0.042 11 0.043

Table 5. The Welch’s T-test results between truthful and deceptive
answering turns in the three feature sets. A feature’s value and the
number of features all are smaller than 0.05 (if a feature’s p-value

is <0.01, it is marked by *.)

Feature set Number Number* Feature

ACO 57 21 Please see Table 6
CTD 5 0 Intud , Intsu, Intd/Decd , Intus, Intst
BERT 179 91 -

proportion of each implicature. Interestingly, we have simi-
lar findings as to the work by Vrij [23]. According to their
studies [22, 23, 36], truth-tellers tend to give more com-
plications than deceivers because deceivers prefer to make
their stories simple, and deceivers aremore prone to express
common knowledge details in their explanations than
truth-tellers sincedeceivers have no personal experiences
to describe. Moreover, deceivers tend to have more self-
handicapping strategies in their stories than truth-tellers
because deceivers do not want to provide too many details.

Besides, we perform a statistical Welch’s T-test between
truthful and deceptive answering responses with regard
to ACO, BERT, and CTD following a similar study
framework as [20]. Table 5 shows the features whose
p-values are smaller than 0.05 and 0.01. In terms of ACO
and CTD, we obtain similar findings as [20],there are 57
dimensions of acoustic parameters where p-values obtained
are smaller than (<) 0.05, and 21 features among them
are smaller than (<) 0.01. Specifically, MFCC8th, MFCC6th,
and their first derivatives are useful indicators for detect-
ing deceptions, which is the similar finding in the previous
works on an English corpus [11] and the Mandarin Chinese
corpus [20].

On the other hand,CTD obtained from the interrogator’s
behaviors (like Intud) are important indicators in showing
whether the deceiver is telling the truth or not. Also, we
listen to the recordings of DDDM and observe that the
interrogator would often ask more complicated questions
and spend more time thinking about what the next ques-
tion they want to ask those segments when the deceivers are

Table 6. Welch’s T-test between truthful and deceptive responses in
acoustic features. A feature’s value and the number of features all

are <0.05 (if a feature’s p-value is <0.01, it is marked by *).

Feature Functional (in footnote of page 3)

�MFCC8th 2, 3, 4, 8*, 9*, 10, 12, 14, 16, 17, 19*
MFCC8th 1, 2, 3, 8*, 9*, 12*, 14*, 17, 18, 19*
MFCC6th 3, 8*, 9*, 10, 12, 17*, 19*
�MFCC6th 8*, 9*, 10, 17, 19*
Loudness 3*, 4*, 8*, 9, 19*
MFCC9th 2, 8, 9, 18, 19
�F0env 2*, 5, 18
�MFCC7th 4, 16, 19
�MFCC12th 10, 17
�ZCR 6, 7
�LspFreq7th 14
�VoiceProb 10
MFCC12th 5
MFCC2th 4

producing lies. This particular finding is quite interesting
as we find that the “Human” labeled accuracy is relatively
low on identifying deceptive events. However, interrogators’
behaviors (maybe unconscious) would directly indicate
whether he/she is indeed being given a truthful/deceptive
answer. Besides, there are 179 dimensions of BERT where
p-values obtained are < 0.05, and 91 features among them
are < 0.01. That is, BERT are an important feature repre-
sentation to help provide discriminatory power in differen-
tiating whether the deceiver is telling the truth or not.

V . CONCLUS IONS AND FUTURE
WORK

In this study, we have investigated the integration of a suite
of speech and language features in characterizing the spo-
ken dialog content to help improve the performance of the
automatic deception detection framework. In comparison
to previous studies on automatic deception detection, we
provide a much wider and exhaustive range of insights and
findings on human deception behaviors as manifested in
the spoken language content, such as the proportional of
implicatures, conversational temporal dynamics, and non-
verbal/pragmatics behaviors. These features are then fed
into the proposed multitask and multistage BLSTM-based
with HAN to perform deception detection. The proposed
model is evaluated on a recently collected large Mandarin
Chinese database, DDDM, and achieves SOTA perfor-
mance of 80.61 UAR. Besides, thefour-class implicatures
classifier achieves 62.03 accuracy with only textual infor-
mation. Throughout this work, we have shown that (i) the

https://www.cambridge.org/core/terms. https://doi.org/10.1017/ATSIP.2021.6
Downloaded from https://www.cambridge.org/core. National Tsing Hua University, on 29 Jul 2021 at 07:48:28, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/ATSIP.2021.6
https://www.cambridge.org/core


8 huang-chen chou et al.

proportional of complications of truth-tellers and the pro-
portional of common knowledge of liars have the same
trend as the previous research [22] done on English native
speakers; (ii) textual information is an important indicator
to detect deception behaviors comparing to other feature
sets. In the immediate work, inspired by our promising
results obtained text information, one of the key efforts
is to integrate an automatic speech recognition to inves-
tigate the robustness of theframework. We would further
like to integrate syntactic information and personality traits
scores [37] to enhance the recognition power of the decep-
tion detection model. Furthermore, we also want to extend
our work to directly model the four-class categories, which
means we can know whether the interrogator is deceit
successfully or not because we have both targets on
each topic from the interrogator and the deceiver in the
DDDM.
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